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Abstract— This paper presents an efficient design approach for large
planar filter circuits using very accurate full-electromagnetic simula-
tions. This new hybrid optimisation technique combines the accurate—but
expensive— full electromagnetic simulation with the inexpensive—but less
accurate—cascaded circuit analysis. By altering the coupling matrix of the
cascaded circuit simulation we attain the computational speed of the cas~
caded simulation, but the accuracy of the full-clectromagnetic simulation.
To reduce computational costs further, we introduce the multi-dimensional
Cauchy method to the cascaded circuit simulation. The proposed tech-
niques result in a considerable gain in design reliability and a significant
reduction of computational cost when compared to conventional methods.
The new method is demonstrated by the optimisation of a superconductive
planar narrow-band 6-Pole filter for space applications. Using our optimi-
sation scheme the co mputational costs can be cut to about 1.5% compared
to a full-EM based optimisation.

I. INTRODUCTION

As of now direct optimisation of large filter structures using
full EM-simulation techniques is not practical, since direct op-
timisation of large circuits is computationally very expensive,
Optimisation using segmented or cascaded filter structures, as
often used today, is less expensive, but introduce usually not ne-
glegtible inaccuracies.

If we require both, the high accuracy of the full EM model and
the speed of the simplified model, we suggest to combine the
advantages of the two models. We call this a hybrid optimisation
technique.

II. HYBRID OPTIMISATION

Any hybrid optimisation relies on two simulation models: a
fine model and a coarse model. The fine modet is accurate but
computationally expensive, whereas the coarse model is fast but
less accurate.

In a hybrid optimisation scheme the coarse model is used in-
side the optimisation loop for fast computations and the fine
model is used for verification and, more importantly, to find ad-
equate cotrection terms for the coarse model.

Hybrid techniques generally work in two phases: a training
phase and an application phase. During the training phase, we
collect data about the coarse and the fine model for one or a
few specific circuit geometries. Based on this data, we derive
an algorithm which adjusts the coarse model to make it more
accurate. Our goal in the training phase is to derive an adjusted
coarse mode! which mimics the fine model very closely.

In the application phase, we use this corrected coarse model
to inexpensively compute new, unknown circuit geometries. The
training step might be repeated after several optimisation itera-
tions if necessary.

One well known technique of this approach is space mapping.
The systematic application of this method was first suggested by
BANDLER {4], [5]. Applying space mapping yields often excel-

lent results for many optimisation problems. Other methods use
neural networks as coarse models, which are trained by a few
fine model simulations. Details can be found in [6], [7]. Another
approach, particularly geared to filter optimisation, is developed
in [8] . In this paper YE and MANSOUR propose the introduc-
tion of additional lumped element networks, representing stray
couplings neglected in the coarse model. These networks are
then used to correct the coarse model.

These methods, however, have some limitations. The con-
trol of the coarse model response is restricted to manipula-
tions which can be controllied by the model input parameters.
Certain electromagnetic phenomenas (like stray couplings) de-
tected in the fine model only—and thus not accessible in the
coarse model—cannot be easily integrated in the above men-
tioned coarse models. This problem often occours in planar
high-Q resonator filters. We suggest for this type of optimisation
problem the hybrid optimisation by coupling matrix alteration.

HI. HYBRID OPTIMISATION BY COUPLING MATRIX
ALTERATION

Our proposed technique of coupling matrix alteration builds
on the coupling matrix representation of a filter. This represen-
tation describes a resonant-coupled filter completely including
ali cross-couplings as well as input and output couplings. The
theory of direct coupled resonant structures is developed in de-
tail in [2] and {3].

Our method breaks down into a training and an application
phase. During training we derive two coupling matrices of the
filter: one from the response found by full-EM simulation (fine
model), and one from the response found by a cascaded simu-
lation{coarse model). Then we compare the two coupling ma-
trices and apply this knowledge to eliminate inaccuracies in the
cascaded circuit model.

The utilization of the coupling information for filter optimi-
sation is recently suggested in [9]). Our algorithn takes this
approach further. Rather than adjusting the objective coupling
matrix of the optimisation loop, we introduce a new corrected
coarse model, which yields almost the accuracy of the fine
model. Further, we implement the muiti-dimensional Cauchy
method as discussed later,

Our goal is the correction of the coarse model’s coupling ma-
trix to represent the more accurately the exact fine model cou-
pling matrix. The coarse model’s coupling matrix is hence al-
tered by a correction matrix.

To compute the correction matrix we calculate the S-paramter
response for an arbitrary filter layout with the geometry param-
eter vector § using both models. Let us define the S-parameter
response of the cascaded simulation (coarse model) as S.() and
the response of the Full-EM analysis (fine model)} as S¢(p).
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Fig. 1. Optimisation Including Correction of Cascaded Response

From the responses we can derive the respective coupling ma-
trices [M]c(p} and [M]y(P) using parameter extraction meth-
ods. The difference matrix between the two matrices is then
defined as

[AM](5) = [M];(F) - [M].(7) ¢y

The matrix [AM](p) contains all additional couplings not in-
cluded in the cascaded analysis plus corrections of all other cou-
plings. We can use [A M]() to adjust the coarse model response
at any parameter vector 7, such that the adjusted coupling ma-
trix

[M]2(72) = [M]e(F2) + [AM](5) )

models the real (full-EM) circuit much closer. Our coarse model
includes now stray couplings which are usually not grasped by
the coarse model.

Experiments have shown that these additional couplings are
almost constant for small changes of the layout geometry.
Hence, the same [AM]() can be used to correct the coarse
model response for any layout containing small geometrical
changes. In the example below, we will see that [AM] is quite
robust with respect to p.

Similar to the other hybrid methods, our method requires a
training phase to acquire [AM]. The subsequent application
phase employs the difference matrix for correction of the coarse
model.

During application we calculate the circuit’s response using
the fast coarse medel. From the response the coupling matrix is
determined and the correction term [AM] is added. From the
altered matrix {M]%we calculate a new S-parameter response.
This response is more accurate, since it includes stray coupling
not considered in the coarse model but taken into account by the
fine model.

The proposed algorithm for fast and accurate filter circuit
analysis can be incorporated into a hybrid optimisation scheme.
Rather than calculating the accurate response in the loop using
direct EM simulation (the fine model), we derive the response
from the adjusted coarse model. This techniques offers a high
accuracy in the optimisation without the costs associated with
direct EM simulation.

L= N == e == iy

Fig. 2. Layout of Six-poie Filter

Fig. 3. Cascaded Six-pole Filter

For even more efficiency of the coarse model simulation, we
derive the responses of the sub-circuits of the cascaded circuit
using the multi-dimensional Cauchy method presented in [1].
This method avoids field simulations completely by implement-
ing a look-up table in conjunction with a multi-dimensionai
rational-function interpolation algorithm. In doing so, we take
all expensive calculations out of the optimisation loop. The
circuit analysis within the optimisation becomes just a matter
of database requests and minimal algebraic computations. The
flow of the proposed optimisation scheme is outlined in Fig-
ure 1,

Note, that at the end of the optimisation process the perfor-
mance of the optimised structure is checked by another single
Full-EM simulation. If the performance passes the specification
the synthesis is complete. If the check fails, the correction [A M]
is not valid for the new layout, i.e. [AM] is a function of §. In
that case, a new correction [A M) is calculated using the already
known responses of the full EM and cascaded simulations. The
optimisation process is repeated using the new [AM] .

V. DEMONSTRATION ON 6-POLE C-BAND FILTER DESIGN

Our novel optimisation technique is demonstrated on the de-
sign of a 6-pole narrow-band filter. The filter is realised as a
planar superconducting thin-fiim TBCCO microstrip ¢ircuit on
a LaAlO3-substrate.

The initial filter layout is shown in Figure 2. We employ a
the moment-method solver Sonnet em as the fine model. A
cascaded circuit analysis as shown in Figure 3 is used for the
coarse model. We model each sub-section of the circuit using
the multi-dimensional Cauchy method. The required database
of 225 circuit geometries is built from Sonnet em simulation,
This database generation takes 2.4 hours.

First, we optimise the filter using the coarse model only, We
use 9 optimisation parameters in total, namely the input and out-
put couling of each resonator plus the resonator length. Since
the filter is symmetric we have to optimise three resonators,
only. The result of the optimisation is shown in Figure 4 as
the solid line.

The optimised filter cannot be exactly verified by a full EM-
simulation due to limitation in the underlying moment method
solver. The circuit must fail on a discrete mesh, which does not
coincide with the optimal layout, Hence, we snap the layout to
the nearest mesh points and perform a full EM simulation and a
cascaded circuit simulation on the snapped layout.

The two responses from the two simulation methods yield
the correction matrix [AM]. Using this [AM] we can compute
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V. HARD‘;VARE VERIFICATION
Figure shows 7 a six-pole superconduvtive filter designed to

the adjusted coarse model response as described above. The verify the approach presented in this paper, -
The results of the measurements are shown in Figure 8. The
measured response is in excellent agreement with the response,

response of the cascaded circuit plus the correcting coupling,
;Z&::;i?:: g the exact solution, is also shown in Figure 4 as a obtained by our corrected coarse model simulation. The re-
sponse shown is achieved with absolutely no tuning of the hard-
The responses for the fine model and coarse model analysis  ware. This indicates, that we almost completely eliminated er-
are different because the fine model analysis includes additional  rors from the numerical simulation and optimisation when ap-
couplings. The additional couplings ar¢ shown in Figure 5. plying our new developed techniques.
The optimisation is repeated on the cascaded response includ-
ing the correction algorithm using [AM] as described above.
The optimisation requires 25 iterations and includes one recom- This section gives an overview on the computation times
putation of the correction matrix by one more full electromag-  required using different optimisation approaches. The bench-
marks are performed on an HP-UX 733 workstation. All times

netic simulation,
given are CPU-times.
A complete electromagnetic simulation (frequency sweep) of

After the optimisation is finished, we still have to verify that
the response calculated by the corrected coarse model‘is acCU- o Javout of Figure 2 requires 22,080 CPU-seconds (6 h, 8 min),
mt‘?' Since we have (o snap to the mesh again for this verifi- The simulation of a single resonator, on the other hand, requires
cation, we cannf)t compare _the exact layout_. Rather a mesh- only 70 s for a complete frequency sweeps.
snapped layout is used again. "ljhe comparison of the layout The database for the sub-circuit response using Cauchy-
snapped 10 the closed mesh-node is shown in Figure 6. method includes five values for each parameter dimension.
It tums out that the optimised corrected response, is almost Hence for building the database, we require 5% simulations of
identical to the response found by full-EM simulation. The the resonator layouts. This determines the database generation
graph shows an excellent agreement of the corrected coarse time to be 87505 (2.4 h). A simulation of the complete cascaded
model’s response with the full EM model’s response. Hence our  circuit using the database and Cauchy method takes then 3 s.
optimised circuit (layout slightly off the mesh) must be valid, The time required for the complete standard gradient optimi-

Fig. 5. Additional Couplings in Full-EM Simulation

VI. COMPARISON OF COMPUTATIONAL COSTS
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Fig. 8. Measured Frequency Response of Six-Pole Filter Without Tuning

sation process can be summarised in the following formula,

t = Lsingle (1 + npnr) *Mfreq * Mite (3

where t;i51, is the simulation time for a single circuit at a sin-
gle point, np,, is the number of parameters, 1 ¢, is the number
of frequency samples required, and n ;. is the number of itera-
tions necessary to find an optimal solution. In this formula, n ;;,
is the only variable undetermined prior to the optimisation. Ex-
perience shows that an optimum result can be achieved with 10
to 20 iterations for problems with around 5 to 10 variables.

When using the full-EM simulation for analysis the optimisa.
tion would last for 920 h or 39 days. The exact time could not be
determined for obvious reasons. The response of the optimised
circuit would be close to the desired response but limited by the
discrete grid-snap.

Using the cascaded circuit and rough grid meshing for analy-
sis, the optimisation takes 31500 s or 8.75 h. However, the result
is not satisfying. Firstly, the calculations are based on a very
rough gtid and, secondly, errors introduced by decomposition
are present. The accuracy can be enhanced by finer meshing,
however, the time penalty is severe.

Implementing the Cauchy method, the total optimisation time
is reduced to 2.5 k. This includes the time required for gener-
ating the database. The final optimised response is closer to the
desired response because we interpolate off-the-grid points. The
simulation, however, still suffers from inaccuracies introduced
by the decomposition.

When applying our hybrid optimisation scheme, as suggested,
the optimisation time is 15 h 16 min. The time includes database
generation, two complete EM simulations and 25 optimisation
iterations. The error of the method is-very small as seen from
the comparison of Figure 6.

The benchmark results are summarised as follows

[ [ CPUTime |  Emor |
[ Conv. Full-EM Optimisafion | 920 h = 30 days | def as exact
Conv, Casc. Opflimisation Bh45 min very large
Casc. Ophi. using Cauchy 2h 33 min large
Our Hybrid Optimisation 75 h 16 min very small

VIiI. CONCLUSION

Our Hybrid optimisation scheme combines the advantages of
coarse and fine modelling in the analysis. On the one hand, we
exploit the coarse model’s computational speed in the optimisa-
tion loop for a rapid calculation of the optimal circuit layout. On
the other hand, we exploit the fine model’s accuracy for verify-
ing and adjusting the coarse model.

We showed that for filter optimisation, a correction scheme
based on the coupling matrix representation is beneficial. The
coupling matrix representation allows us to include stray cou-
pling into the coarse mode! otherwise neglected.

Our novel approach proposes to correct the coarse model sim-
ulation by a difference coupling matrix containing these stray
couplings. This difference matrix, derived from a comparison of
fine and coarse mode! simulations, represents all couplings not
included by the coarse model, but modelied by the fine model.

Our corrected coarse model, which is used in the optimisation
Toop, has the computational costs of the coarse model and almost
the accuracy of the fine model. To reduce computational costs
further we utilized the multi-dimensional Cauchy method for
the calculation of the coarse model. The result is a very fast
optimisaticn scheme which yields very accurate results.

The new approach was demonstrated on the design of a pla-
nar high-temperature superconductive six-pole filter. With only
two complete EM simulations, the fiiter could be very accurately
simulated and optimised. When compared with conventional
approaches, our technique is the only one providing 2 very ac-
curate solution within reasonable computational expenses.
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